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Outline 
• Geometrical frustration:

– Macroscopic ground-state degeneracy.

– Perturbations → rich and diverse magnetic phases.

• Spin ice:

– Fractionalized excitations: magnetic monopoles.

– Emergent gauge structure and coulomb phase.

• Orbital ice:

– p-band Mott insulators in optical diamond-lattice.

– Exact many-body ground states forming a ice manifold.

• Conclusion and outlook.



Geometrical frustration 

• No long-range spin order down to T → 0.
power-law spin correlation �Sr · S0� ∼ const/r2.



Antiferromagnet on Bi-Simplex Lattice 

Ground states: total spin = 0 on every simplex 



How many Ground States ? 
Discrete Spins (e.g. Ising spin): 

Number of ground states: Wgs ≈
�
3
8

�Ntet × 2N = exp
�
N
2 ln 3

2

�
.

6 out of 24 = 16 configurations satisfy S� = 0, a fraction of 3
8 .

[Ntet = N/2]



Continuous (Heisenberg) Spins 

Pyrochlore Lattice: 
The degenerate ground states
form a continuous manifold
x = (x1, x2, · · · , xD)

D = N� = Nspin/2
Liquid-like spin correlation 



Macroscopic degeneracy : 
Hypersensitivity to perturbations 

• Quantum fluctuations (order-by-disorder):
Valence bond solid

• Further neighbor interactions:
Néel order, spin nematic

• Long-range dipolar interaction:
Spin ice (Ho2Ti2O7 and Dy2Ti2O7)

• Spin-Lattice coupling:
Néel order (ZnCr2O4, CdCr2O4)

• itinerant electrons, double-exchange coupling:
Non-coplanar magnetic order

Relieving the frustration:



Further-neighbors: 

G.-W. Chern, R. Moessner,

O. Tchernyshyov, PRB (2008).



Spin-Lattice coupling 

Eij = J(rij)Si · Sj = J0Si · Sj + J �δrij(Si · Sj).

• elastic energy: k
2 (δrij)

2.

• magnetoelastic coupling:

⇒ Eeff =
�

�ij�

�
JSi · Sj −K(Si · Sj)

2
�

• Collinear spins
in ground state !

• Tetragonal flattening
along x, y, and z.

O. Tchernyshyov, R. Moessner, S. Sondhi, PRB (2002)

G.-W. Chern, C. Fennie, O. Tchernyshyov, PRB (2006)



Ex: CdCr2O4  

G.-W. Chern, C. Fennie, O. Tchernyshyov, PRB (2006)

Staggered distortion:



Coupling to Itinerant electrons 

H = J

�

�ij�

Si · Sj

+K
�

i

Si · c†iα�σαβciβ − t
�

�ij�

�
c†iαcjα + h.c.

�

• Double-exchange or Kondo-lattice model:
G.-W. Chern, PRL (2010)

Chiral Non-coplanar magnetic order !

SU(2) invariant Hamiltonian. No spin anisotropy.
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Spin Ice: 

• Strong crystal-field anisotropy ∆CF ≈ 200 K
along local [111] axis ⇒ Si ≈ σi ei at T ∼ 10 K,
Classical Ising spins σi = ±1.

H = −JF

�

�ij�

Si · Sj = +
JF

3

�

�ij�

σiσj = +
JF

6

�

�
σ2
�.

σ = +1 σ = −1

• a simple Spin-ice Hamiltonian:

• Pyrochlore ferromagnet of rare-earth ions.

(e.g. Di2Ti2O7 with S = 15/2)

⇒ Ising antiferromagnet on the pyrochlore lattice



Ice Rule 
• Local 2-in-2-out order:

σ� =
�

i∈�
σi = 0

⇔ O
H

ice rule

spin ice

AF Ising
model

6-vertex
model

water ice

• Macroscopic degeneracy:
S0

NkB
≈ 1

2
ln

3

2



Evidence of ice-rule (residual entropy): 

Magnetic ordering High-T paramagnetonset of “ice rule”
(2-in-2-out)

Spin ice Anderson 1956

• Ho2Ti2O7 (and Dy2Ti2O7) are pyrochlore Ising magnets
which do not order at T ! ΘW Bramwell+Harris

• Residual low-T entropy: Pauling entropy for water ice
S0 = (1/2) ln(3/2) Ramirez et al.:

Pyrochlore spin ice

S(T ) = S0 +

� T

0

C(T )

T
dT

ln 2
(R. Melko et al., PRL 2001, A. P. Ramirez et al. Nature 1999)



Why ‘dipolar’ spin ice obeys ice rule ? 
• A realistic Hamiltonian: (J ≈ 1 ∼ 2 K and D ≈ 1.4 K)

H =
J

3

�

�ij�

σiσj +
Da

3

2

�

ij

σiσj

�
ei · ej
r
3
ij

− 3(ei · rij)(ej · rij)
r
5
ij

�

exchange
interaction Eex

dipolar
interaction Edip

• For spins {σi} satisfy ice rules:
�

i∈� σi = 0 for all �.

⇒ Eex ({σi}) = const.

However, Why is the dipolar energy also

almost the same, Edip ({σi}) ≈ const ??



Dumbbell Picture 
The Dumbell Picture

• replace each dipole �d by two equal and opposite magnetic charges ±q separated
by the bond length a (q = d/a)

• renormalize the onsite Colomb interaction so as to give the correct nearest-
neighbour interaction between dipoles:

v(rij) =

� µ0

4π
qiqj

rij
i �= j

vo(
µ
a )2 = J

3 + 4D
3 (1 +

�
2
3) i = j,

• Thanks to projective equivalence, this dumbell model reproduces the energies of
spin-ice configurations quantitatively up to quadrupolar corrections

Qα =
��

i∈α

σi : magnetic charge of a tetrahedron

H ⇒
�

α

v0

2
Q

2
α +

µ0

8π

�

α �=β

QαQβ

|rα − rβ |
+Hquad

• Low-energy states: Qα = 0 ⇒ 2-in-2-out ice rule !

• Hquad ∼ O(1/r5αβ) responsible for the low-T magnetic ordering.

• All microscopic ice states have (almost) the same energy.

Why is the long-range dipolar interaction (almost) irrelevant ?
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Why is the long-range dipolar interaction (almost) irrelevant ?



Fractionalization: Magnetic Monopoles 
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(C. Castelnovo et al. Nature 2008)
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news & views

In contrast to their electrical counterparts, 
isolated magnetic charges are not readily 
observed in nature. Despite much 

experimental e!ort invested in their search, 
they always seem to come in pairs, with 
opposite polarity, leaving no net charge 
behind. Just like a compass needle, which 
has two poles, if we were to break magnetic 
dipoles apart, the resulting constituents 
would still retain their dipolar nature. 
However, in a recent paper1 it was argued that 
magnetic monopoles could form as objects 
that emerge from the collective behaviour 
of the atomic moments in a class of exotic 
materials collectively known as ‘spin ice’2, 
rather than as free elementary particles. Now 
a numerical analysis by Ludovic Jaubert 
and Peter Holdsworth, reported on 
page 258 of this issue3, indicates that 
monopole dynamics accounts for previously 
unexplained experimental data4 in one of 
the canonical spin-ice materials, Dy2Ti2O7, 
providing persuasive evidence of the role of 
monopoles as the fundamental and dominant 
excitations in such systems. "e presence 
of monopole excitations in spin ice signals 
a new, three-dimensional, manifestation of 
the phenomenon of fractionalization — the 
constituent degrees of freedom (in this case, 
the magnetic dipoles associated with the rare-
earth ions) combine to yield excitations that 
look like fragments of dipoles.

A key concept of condensed matter physics 
is that the cooperative behaviour of many 
particles can bring forth strikingly simple 
‘emergent’ entities that exist only as the result 
of the interactions between the electrons and 
nuclei in a solid. "e spin-ice compounds2 
have a highly unusual type of magnetic 
ground state, in which the atomic magnetic 
moments of the constituent rare-earth ions 
are neither ordered (like a ferromagnet) nor 
disordered (like a paramagnet). Instead, these 
materials exhibit subtle, yet robust, spin corre 
lations that decay to zero, but only slowly — 
following a power law — at long distances. 
"is magnetic ground state has displayed a 
wide range of unusual properties, including 
the existence of an apparent ‘zero-point’ 
entropy5; that is, the degeneracy between the 
ice states is not li#ed even at temperatures well 
below the energy scale of the spin interactions.

However, perhaps its most surprising 
signature is the presence of excitations that 
manifest themselves as magnetic monopoles1. 
In their simplest de$nition, monopoles are 
positions in space where the magnetic $eld 
H has either a source or a sink, analogous to 
point charges for the electric $eld. Magnetic 
monopoles, if they existed as free particles, 
would experience a mutual magnetic 
Coulomb interaction, again by analogy with 
electric point charges. "is interaction should 
occur in spin ice as a result of the long-range 
dipolar interaction between the spins2,6, the 
importance of which was pointed out shortly 
a#er the discovery of the unusual magnetic 
state of spin ice.

Speci$cally, the magnetic dipoles in spin 
ice reside on the corners of tetrahedra, and 
in any of the spin-ice ground states two 
dipoles point into, and two out of, each 
tetrahedron, so that the magnetization M 
has neither sources nor sinks anywhere 
(Fig. 1a). Starting from such a con$guration, 
a spin %ip induces two oppositely charged 
monopoles on the tetrahedra on the corners 
of which it resides (Fig. 1b). "ese act as a 
source–sink pair for M, and hence of the 
magnetic $eld H, because the magnetic %ux 
density B — the sum of H and M — remains 
divergence-free throughout1 as dictated by 

Maxwell’s equations. Such a monopole pair 
can be encoded in a ‘Dirac string’ of %ipped 
dipoles, which in Fig. 1b consists only of the 
single %ipped spin. As the monopoles move 
farther apart through more spin %ips, the 
string grows in length. For a collection of 
monopoles moving about, one thus obtains a 
%uctuating network of Dirac strings (Fig. 1c). 
Microscopically, another monopole can only 
follow the path traced out by the Dirac string 
if its charge is opposite to the original one. 
"e hopping dynamics of monopoles subject 
to compatibility with the resulting network of 
Dirac strings thus encodes both the spin–spin 
interactions and the microscopic constraints 
imposed by the lattice geometry.

Jaubert and Holdsworth3 creatively apply 
an algorithm with a hybrid structure that 
uses the monopoles as the fundamental 
low-temperature degrees of freedom for 
computing the energetics e&ciently. In 
addition, the algorithm uses Dirac strings 
to incorporate microscopic constraints on 
the dynamics of the monopoles arising 
from the demand that any monopole 
con$guration evolve in accordance with the 
evolution of the microscopic spin degrees 
of freedom. "is allows them to take an 
important step forward in the enterprise 
of pinning down the existence of the 

MAGNETISM

Monopoles on the move
Magnetic materials provide a new context for observing magnetic monopoles. Numerical simulations now 
establish an experimentally measurable signature of their dynamics — one that has in fact already been seen in a 
spin-ice compound.

Roderich Moessner and Peter Schi!er

a b c

Figure 1 | Magnetic monopole creation and dynamics in spin ice. a, Spins on two adjacent tetrahedra 
satisfying the two-in–two-out ice rule. b, Flipping a spin induces a monopole–antimonopole pair. c, The 
motion of a monopole corresponds to spin flips along its path, resulting in a ‘Dirac string’ (highlighted), 
which in this context is e!ectively a path of aligned spins connecting the two monopoles. The underlying 
network of spins constrains the possible monopole configurations and hence their dynamics. For instance, 
flipping a spin (such as the one indicated by the blue dashed circle) on the Dirac string would create 
a new pair, breaking the string into two; the resulting strings are always terminated by a monopole–
antimonopole pair, and not by an equally charged pair.

nphys_N&V_APR09.indd   250 24/3/09   11:38:06

ice rule: Q = 0 a flipped dipole two deconfined
monopoles !

3D Coulomb interaction

Q = ±2µ/a

(Z. Nussinov et al. PRB 2006).



Observing monopoles 

⇒ Difficult (but not impossible) to observe directly.
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• Liquid-gas transition of
monopoles:

• Magnetic relaxation in
spin ice:

• monopole charge: qm = 2µ
a ≈ qD

8000 .
Dirac quantization:

(eqD = nh
µ0

, n = 0, 1, 2, · · · )

(L. Jaubert et al. Nature Phys. 2009)(C. Castelnovo et al. Nature 2008)



Is the ice phase really ‘featureless’ ? 
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Emergent Gauge structure 
• Define a ‘magnetic’ field: B(ri) = Si = σiem(i).

�B� = Bmax z �B� ≈ 0

# of ice state = 1
flippable loops
⇒ lots of ice microstates

Z =
�

ice states

∝ e−s(B)×V

0

s(B) ≈ s0 − k
2 |B|2 + · · ·

s(B)

B
Bmax

entropy density:

= Z0

�
DB(r)e−

�
d3r k

2 |B|2?



Emergent Coulomb phase 
Ice rule ⇒

�

i∈�
σi = 0 (Ising spins)

⇒ ∇ ·B(r) = 0 (coared-grained approx)

• emergent magnetostatics (Coulomb phase):

Z = Z0

�
DB(r)

�

r

δ (∇ ·B(r)) e−
�
d3r k

2 |B(r)|2

(B = ∇×A)

• Dipolar correlation:

�Bi(r)Bj(0)� ≈ 4π
k

3xixj−r2δij
r5 .

b)

h0 1 2 3

a)

h

l
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⇒ Pinch-pint singularity
in structure factor:

(Isakov et al. PRL 2004)

(C. Henley PRB 2004)



Transition out of Coulomb phase 

h

• Residual quadrupolar interaction
⇒ 1st-order transition to a
q = (001) magnetic order.

• Magnetic field H � [001]
⇒ Kasteleyn transition to a
q = 0 magnetic order.

• Uniaxial pressure
⇒ infinite-order transition to a
q = 0 magnetic order.

(R. Melko et al. 2001)

(L. Jaubert et al. 2008, 2010)

• Coupling to electrons (RKKY):
⇒ 1st-order transition to a
q = (001) magnetic order

(A. Ikeda & H. Kawamura, 2008)

the formation of the spin ice state in real mate-
rials is due to long-range dipole-dipole interac-
tions, one needs to compare the spin-spin cor-
relations in real systems with that predicted by
the dipolar spin ice model. Recently, elastic
neutron-scattering experiments on a flux-grown

single crystal of Ho2Ti2O7 have found excellent
agreement with the predictions of the dipolar
spin ice model, and they establish unambiguous-
ly the spin ice nature of the zero-field spin
correlations in that material (28). These results
also show that the dipolar interactions beyond
nearest neighbor do slightly favor some of the
spin ice states over others although they do not
significantly affect the ground state entropy.

The elastic neutron-scattering pattern of
Ho2Ti2O7 at T ! 50 mK is shown in Fig. 4 and
compared with theoretical predictions for the
near-neighbor and dipolar spin ice models. The
pattern for near-neighbor spin ice successfully
reproduces the main features of the experimen-
tal pattern, but there are important differences,
both qualitative and quantitative, notably in the
extension of the 0, 0, 0 intense region along
[hhh] and the relative intensities of the regions
around 0, 0, 3 and 3/2, 3/2, 3/2. Also, the
experimental data show much broader regions
of scattering along the diagonal directions.
The dipolar model successfully accounts for
these discrepancies. In particular, it predicts
the four intense regions around 0, 0, 0, the
relative intensities of the regions around 0, 0,
3 and 3/2, 3/2, 3/2, and the spread of the broad
features along the diagonal. The neutron-scat-
tering data can in fact be accurately and quan-
titatively accounted for by the dipolar model
with no free parameter, once Jnn has been
determined by the height of the specific-heat
peak (28). Qualitatively similar scattering has
been observed in water ice and described by
an ice-rules configuration of protons (8).

To complete the description of the static
properties of Ho2Ti2O7, it was shown in refer-
ence (28) that the specific heat could be very
accurately described by the sum of the dipolar
spin ice contribution, with Dnn " 2.35 K, Jnn "
#0.52 K, and a nuclear spin contribution with
level splitting at !0.3 K, the large value typical
of a Ho3$ salt. Analysis of the hyperfine con-
tribution followed the early work of Blöte et al.
(17), who observed that the specific heat of
isostructural Ho2GaSbO7 can be accurately fit-
ted by the sum of two Schottky contributions,
one arising from the nuclear and one from the
electronic spins. It is interesting to note that
these authors had also commented on some
evidence for a residual entropy in Dy2Ti2O7,
later attributed by Ramirez et al. to spin ice
behavior (29).

The above results show that dipole-dipole
interactions can cause spin ice behavior, and
that the simple spin Hamiltonian defined in
Eq. 4 can provide a quantitative description
of experimental results on real materials. In
the next section, we discuss how, if dynamics
can be preserved in simulations, that dipole-
dipole interactions do stabilize a long-range
Néel order at a critical temperature Tc %%
Dnn, hence partially addressing the second
question above.

Open Issues and Avenues for Future
Research
Among open issues in the physics of dipolar
spin ice materials are the question of the “true
ground state,” the magnetic field–dependent
behavior, the effect of diamagnetic dilution,
the nature of the spin dynamics, and the
properties of spin ice–related materials.

The question of a true ground state has long
intrigued researchers on water ice, and the same
question applies to spin ice. A common inter-
pretation of the third law of thermodynamics is
that the true ground state of a real system must
be ordered, without entropy. If the system is
ergodic, that is, it can explore all its possible
arrangements, then presumably it should settle
into its absolutely minimum energy ground
state, which we refer to as its “true” ground
state. This is not observed, either in water ice or
in the spin ice materials. However, the experi-
mental zero-point entropy does not necessarily
mean that the system does explore its spin ice
manifold on the time scale of the experiment.
Rather, it suggests that the system, with a finite
correlation length, is self-averaging, so the ther-
modynamic average over one state is equivalent
to the canonical average over an ensemble of
states (42). If the system is “stuck” in a disor-
dered state, then, as discussed in the last section,
the following question arises: Would the long-
range part of dipolar interaction stabilize a true
ground state of lower energy than all the other
spin ice states if it was not dynamically inhibited
from forming as the system is cooled through
the temperature T ! Jeff at which the ice-rule
manifold develops? Recent theoretical work on
the dipolar spin ice model has answered the
above question in the affirmative: The low-
energy frozen state that forms does indeed de-
pend on the dynamics introduced (43). Numer-
ical simulation of the dipolar spin ice modelFig. 4. (A) Experimental neutron-scattering pat-

tern of Ho2Ti2O7 in the (hhl) plane of reciprocal
space at T & 50 mK (28). Dark blue shows the
lowest intensity level, red-brown the highest.
Temperature-dependent measurements have
shown that the sharp diffraction spots in the
experimental pattern are nuclear Bragg peaks with
no magnetic component. (B) Calculated neutron
scattering for the nearest-neighbor spin ice model
at T" 0.15J. (C) Calculated neutron scattering for
the dipolar spin ice model at T" 0.6 K. This can be
compared with the experimental scattering be-
cause the latter is temperature-independent in
this range. The areas defined by the solid lines
denote the experimental data region of (A).

Fig. 5. The predicted long-range or-
dered state of dipolar spin ice. Projected
down the z axis (A), the four tetrahedra
making up the cubic unit cell appear as
dark gray squares. The light gray square
in the middle does not represent a tet-
rahedron; however, its diagonally op-
posing spins occur in the same plane.
The component of each spin parallel to
the z axis is indicated by a plus and
minus sign. In perspective (B), the four
tetrahedra of the unit cell are numbered to enable comparison with (A).

www.sciencemag.org SCIENCE VOL 294 16 NOVEMBER 2001 1499
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Other ‘ice’ models: Klein S-1/2 model 
• Klein spin-1/2 model on pyrochlore lattice:

(Z. Nussinov, C. D. Batista, B. Normand, & S.A. Trugman, PRB 2007)

HK = J

�

�
PS�=2 + · · ·

• Ice rules ⇒ hard-core dimer covering:

• Fractionalized excitations:
Deconfined spinons (monopoles) in 3D.



Other ‘ice’ systems: magnetic nano-arrays 
• Artificial spin ice in 2D square and kagome lattices:
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quickly with the distance [3]. The resulting energy differ-
ences between states obeying the ice rule are only a small
fraction of the dipolar energy scale D [9–11]. As the
magnet is cooled down from a high-temperature paramag-
netic state with completely uncorrelated spins, it first
gradually enters the spin-ice regime at the crossover tem-
perature T ! 2Jeff , where Jeff ¼ J=3þ 5D=3 is the effec-
tive interaction for nearest-neighbor Ising spins !i [2], and
then undergoes a phase transition into a magnetically
ordered state at T ! 0:13D.

In this Letter, we discuss a related problem of dipolar
spin ice on a kagome, a two-dimensional lattice of corner-
sharing triangles. Each spin is constrained to point along
the line connecting the two triangles [Fig. 1(a)]. Possible
ways of realizing such a system are discussed below. A
short-range version of this model (D ¼ 0, J > 0) was
studied by Wills, Ballou, and Lacroix [12].

At first glance, the dipolar spin ice on the kagome is very
similar to its counterpart on the pyrochlore lattice, and one
might expect a similar sequence of transformations,
namely, a crossover to a correlated but disordered spin-
ice state followed by a transition into a magnetically
ordered phase. However, a closer look reveals the existence
of an intermediate thermodynamic phase with ordered
magnetic charges and disordered spins. To see this, note
that the allowed values of magnetic charge (3) are even on
a tetrahedron and odd on a triangle. Consequently,
minimization of the first term in Eq. (2) yields Q" ¼ 0

on the pyrochlore lattice and $1 on the kagome. A micro-
state obeying the ice rule Q" ¼ $1, shown in Figs. 1(a)
and 1(b), contains uncompensated charges that generate a
magnetic field. To a first approximation, the system energy
is given by the Coulomb term in (2). Nonzero values of
magnetic charges result in substantial energy differences
between states obeying the ice rule. The Coulomb energy is
minimized when adjacent triangles carry charges of oppo-
site signs. The charge-ordered states of the dipolar kagome
ice are closely related to the ice states of the pyrochlore
spin ice in a h111imagnetic field [13]. The number of such
states grows exponentially with the number of spins N.
They are exactly degenerate in the dumbbell model. In the
dipolar ice model (1), the degeneracy is lifted by small
corrections to the Coulomb energy (2).
This hierarchy of energy scales suggests the following

sequence of thermal transformations in the dipolar spin ice
on the kagome. As the magnet cools down from the high-
temperature paramagnetic state with entropy per spin
s ¼ ln2 ¼ 0:693, it gradually enters a spin-ice state with
s ! ð1=3Þ lnð9=2Þ ¼ 0:501 [12]. At a temperature of the
order of D, it will enter a distinct phase with ordered
magnetic charges, where entropy density is reduced but
remains nonzero, s ¼ 0:108 per spin; the state is similar to
that of the pyrochlore spin ice in a magnetic field along
h111i [13]. At an even lower temperature, the system will
enter a spin-ordered state with zero entropy density. In
contrast, spin ice with nearest-neighbor interactions only
exhibits neither charge nor spin order [12].
The above scenario of two-stage spin ordering is con-

firmed by our Monte Carlo simulations on the kagome
dipolar ice model (1). A similar conclusion was reached
independently in Ref. [14]. The specific heat cðTÞ and
entropy per spin sðTÞ are shown in Fig. 2 for ferromagnetic
exchange J ¼ 0:5D and antiferromagnetic J ¼ '2:67D.
In both cases, a broad peak in cðTÞ signals a crossover from
the paramagnetic regime to the spin-ice state. The latter is
seen as a washed-out plateau in sðTÞ near the characteristic
spin-ice value s ! 0:501. The crossover temperature
T ! 2Jeff , where Jeff ¼ J=2þ 7D=4 on the kagome.
Two sharp peaks in cðTÞ at lower temperatures mark the
charge and spin-ordering phase transitions. In the antifer-
romagnetic case J ¼ '2:67D, the effective nearest-
neighbor Ising coupling becomes small, Jeff ¼ 0:415D,
so that the system is near the spin-ice–antiferromagnet
boundary, given approximately by the condition Jeff ¼ 0
[2]. This makes the spin-ice plateau indistinct, but the two
phase transitions are clearly present.
We first discuss the details of the charge-ordering tran-

sition and focus on the case of ferromagnetic exchange J ¼
0:5D. Monte Carlo simulations were performed with peri-
odic boundary conditions and linear sizes up to L ¼ 36, or
N ¼ 3L2 ¼ 3888 sites. Long-range dipolar interactions
are summed over periodic copies up to a distance of
500L. The temperature dependence of the staggered-
charge order parameter Q is shown in Fig. 3(a) for
various system sizes. The existence of a continuous

(b)

(d)(c)

(a)

FIG. 1 (color online). Magnetic configurations of the dipolar
kagome ice and their alternative representations. (a) A spin-ice
microstate lacking spin order but possessing charge order. The
latter is manifested in the dumbbell representation (b). (c) One of
the ground states exhibiting the

ffiffiffi
3

p
(

ffiffiffi
3

p
magnetic order and its

depiction in terms of dimers (d). The dashed line marks the
magnetic unit cell.
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More artificial ices: 
curs at constant temperature when the trap barrier strength
is varied.

We perform 2D Brownian dynamics (BD) simulations
for systems of two sizes. System A contains N ! 1800
interacting colloids and N ! 1800 optical traps with peri-
odic boundary conditions in the x and y directions. System
B has N ! 24 colloids and N ! 24 optical traps with open
boundary conditions. In each case the overdamped equa-
tion of motion for colloid i is:

 !
dRi

dt
! Fcc

i " FT
i " Fext

i " Fs
i ; (1)

where the damping constant ! ! 1:0. We define the unit of
distance in the simulation to be a0. The colloid-colloid
interaction force has a Yukawa or screened Coulomb form,
Fcc
i ! #F0q2

PN
i!jriV$rij% with V$rij% ! $1=rij%&

exp$#"rij%. Here, rij ! jri # rjj, r̂ij ! $ri # rj%=rij, ri$j%
is the position of particle i$j%; F0 ! Z'2=$4#$$0%, Z' is the
unit of charge; $ is the solvent dielectric constant; q is the
dimensionless colloid charge; and 1=" is the screening
length, where " ! 4=a0 unless otherwise mentioned. We
neglect hydrodynamic interactions between colloids,
which is a reasonable assumption for charged particles in
the low volume fraction limit. The thermal force FT is
modeled as random Langevin kicks with the properties
hFT

i i ! 0 and hFT$t%FT$t0%i ! 2!kBT%$t# t0%. Unless oth-
erwise mentioned, FT ! jFT j ! 0. Fext

i represents an ex-
ternally applied drive which is set to zero except for the
biased system, where Fext

i ! Fdc$x̂" ŷ%.
The substrate force Fs

i arises from elongated traps,
shown schematically in Fig. 1(a), arranged in square struc-
tures with lattice constant d, as in Fig. 1(b). Each trap is
composed of two half-parabolic wells of strength fp and
radius rp separated by an elongated region of length 2l
which confines the colloid perpendicular to the trap axis
and has a small repulsive potential or barrier of strength fr
parallel to the axis which pushes the colloid out of the
middle of the trap into one of the ends: Fs

ik !
$fp=rp%r(ik!$rp # r(ik%r̂(ik " $fp=rp%r?ik!$rp # r?ik%r̂?ik "
$fr=l%$1 # rkik%!$l # rkik%r̂kik. Here r(ik ! jri # rpk ( lp̂k

kj,
r?;k
ik ! j$ri # rpk % ) p̂k

?;kj, ri (rpk ) is the position of colloid i
(trap k), and p̂k

k (p̂k
?) is a unit vector parallel (perpendicu-

lar) to the axis of trap k. We take 2l ! 2a0, rp ! 0:4a0, and
d ! 3a0 unless otherwise noted. Elongated traps of this
form have been created in previous experimental work
[11,12]. Our dimensionless units can be converted to physi-
cal units for a particular system. For example, when a0 !
2 &m, $ ! 2, and Z' ! 300e, such as in Ref. [14], F0 !
2:5 pN and the trap ends are 0:2 &m apart at d ! 3. We
find the ground state of each configuration using simulated
annealing.

The vertices are categorized into six types, listed in
Table I, and we identify the percentage occupancy Ni=N
and energy Ei of each type. Type III and type IV vertices
each obey the ice rule of a two-in two-out configuration,

represented here by two colloids close to the vertex and
two far from the vertex. Locally, the system would prefer
type I vertices, but such vertices must be compensated by
highly unfavorable type VI vertices. The colloidal spin ice
realization differs from the magnetic system, where north-
north and south-south magnetic interactions at a vertex
have equal energy. For the colloids, interactions between
two filled trap ends raise the vertex energy Ei, whereas two
adjacent empty trap ends decrease Ei. Since particle num-
ber must be conserved, creating empty trap ends at one
vertex increases the particle load at neighboring vertices.
As a result, the ice rules still apply to our system, but they
arise due to collective effects rather than from a local
energy minimization.

In Fig. 1(b) we illustrate a small part of system A with
noninteracting colloids at charge q ! 0. The distribution of
Ni=N is consistent with a random arrangement. When we
increase q to q ! 1:3 so that the colloids are strongly

 

(b)

(c) (d)

(a)

FIG. 1. (a) Schematic of the basic unit cell with four double
well traps each capturing one colloid. (b)–(d) Images of a small
portion of system A with N ! 1800. Dark circles: colloids;
ellipses: traps. (b) Random vertex distribution at q ! 0.
(c) Long-range ordered square ice ground state at q ! 1:3.
(d) Biased system at q ! 0:4 with Fdc ! 0:02.

TABLE I. Electrostatic energy Ei=EIII for each vertex type. An
example configuration for each vertex is listed; 1 (0) indicates a
colloid close to (far from) the vertex.

Type Configuration Ei=EIII Type Configuration Ei=EIII

I 0000 0.001 IV 1001 7.02
II 0001 0.0214 V 1101 14.977
III 0101 1.0 IV 1111 29.913
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We demonstrate that it is possible to realize vortex ice states that are analogous to square and kagome

ice. With numerical simulations, we show that the system can be brought into a state that obeys either

global or local ice rules by applying an external current according to an annealing protocol. We explore

the breakdown of the ice rules due to disorder in the nanostructure array and show that in square ice,

topological defects appear along grain boundaries, while in kagome ice, individual defects appear. We

argue that the vortex system offers significant advantages over other artificial ice systems.

DOI: 10.1103/PhysRevLett.102.237004 PACS numbers: 74.25.Qt, 75.10.Nr

Geometric frustration occurs when a system is con-
strained by geometry in such a way that the pairwise
interaction energy cannot be simultaneously minimized
for all constituents, and appears in water ice [1], spin
systems [2–4], and a variety of other systems in both
physics [5] and biology [6]. A specific example of frustra-
tion occurs in the classical spin ice system where the
constituents of the system are magnetic spins on a grid of
corner-sharing tetrahedra. The spins are constrained to
point along the lines connecting the middle points of the
tetrahedra [3,4] and pairs of spins can minimize their
energy by adopting a head-to-tail configuration. It is not,
however, possible for the four spins on a tetrahedron to
simultaneously satisfy each of the six pairwise interactions
in a head-to-tail fashion; the best the system can do is to
satisfy four interactions out of six, leaving two pairs in a
head-to-head or tail-to-tail configuration. As a result, in the
ground state configuration, each tetrahedron obeys the so-
called ‘‘ice rule’’ of a two-in two-out configuration with
two spins pointing toward the center of the tetrahedron and
two spins pointing away from it. Defects appear in the form
of magnetic monopoles [7].

Recently, there has been growing interest in creating
model systems that exhibit spin-ice behavior [8–14] and
that allow the individual constituents to be imaged directly,
unlike molecular or atomic ices. For example, Wang et al.
[8] created artificial square ice using single-domain rect-
angular ferromagnetic islands arranged in a square lattice
such that four islands meet at every vertex point. They
found that as the inter-island interaction increased, the
system preferentially formed ice-rule-obeying vertices,
but it did not reproduce the known ground state of two-
dimensional (2D) spin ice, where the two ‘‘in’’ magnetic
moments are on opposite sides of the vertex. This could be
due to the relative weakness of the magnetic interactions. It
has recently been shown that certain dynamical annealing
protocols permit the system to approach the ground state
more closely [9,10]. Similar studies have been performed
for a 2D kagome ice system [12,13] where the local ice
rules were obeyed and defects such as three-in or three-out
were absent [13]. In the colloidal artificial ice system of

Ref. [14], the local dynamics can be accessed easily via
video microscopy; however, the ice arrays in this system
are limited to relatively small sizes in experiment.
Here, we propose that a particularly promising artificial

ice system could be created using vortices in superconduc-
tors with appropriately designed nanostructured arrays of
artificial pinning sites. There has been extensive experi-
mental work showing that a rich variety of different pin-
ning array geometries can be fabricated [15–20], and
various types of experimental techniques exist for directly
imaging vortices in these arrays [17–19,21]. The vortex
system has several advantages over other artificial ice
systems. The vortex-vortex interaction strength is large,
permitting the ground state to be reached much more read-
ily than in the nanomagnetic systems. An applied external
current permits the straightforward realization of different
dynamical annealing protocols. New types of defects can
be studied by merely increasing or decreasing the magnetic
field to create vacancies or interstitials that locally break
the ice rules, while transport properties and critical currents
can be measured which are not accessible in the other
systems.
To form square vortex ice, we propose using an arrange-

ment of elongated double-well pinning sites. Nonsuper-
conducting islands with the double-hump shape illustrated
in Fig. 1(a) placed within a superconducting layer have a
pair of potential minima at the highest points of the island
where the superconducting layer is the shallowest. A single
vortex trapped over each island will sit at one of the two

FIG. 1 (color). Schematic of the nanostructured pinning site
configurations producing ice states. Double-lobed objects: pins;
open mesh objects: vortices. (a) Square ice ground state. (b) One
possible biased ground state of the kagome ice system.
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curs at constant temperature when the trap barrier strength
is varied.

We perform 2D Brownian dynamics (BD) simulations
for systems of two sizes. System A contains N ! 1800
interacting colloids and N ! 1800 optical traps with peri-
odic boundary conditions in the x and y directions. System
B has N ! 24 colloids and N ! 24 optical traps with open
boundary conditions. In each case the overdamped equa-
tion of motion for colloid i is:

 !
dRi

dt
! Fcc

i " FT
i " Fext

i " Fs
i ; (1)

where the damping constant ! ! 1:0. We define the unit of
distance in the simulation to be a0. The colloid-colloid
interaction force has a Yukawa or screened Coulomb form,
Fcc
i ! #F0q2

PN
i!jriV$rij% with V$rij% ! $1=rij%&

exp$#"rij%. Here, rij ! jri # rjj, r̂ij ! $ri # rj%=rij, ri$j%
is the position of particle i$j%; F0 ! Z'2=$4#$$0%, Z' is the
unit of charge; $ is the solvent dielectric constant; q is the
dimensionless colloid charge; and 1=" is the screening
length, where " ! 4=a0 unless otherwise mentioned. We
neglect hydrodynamic interactions between colloids,
which is a reasonable assumption for charged particles in
the low volume fraction limit. The thermal force FT is
modeled as random Langevin kicks with the properties
hFT

i i ! 0 and hFT$t%FT$t0%i ! 2!kBT%$t# t0%. Unless oth-
erwise mentioned, FT ! jFT j ! 0. Fext

i represents an ex-
ternally applied drive which is set to zero except for the
biased system, where Fext

i ! Fdc$x̂" ŷ%.
The substrate force Fs

i arises from elongated traps,
shown schematically in Fig. 1(a), arranged in square struc-
tures with lattice constant d, as in Fig. 1(b). Each trap is
composed of two half-parabolic wells of strength fp and
radius rp separated by an elongated region of length 2l
which confines the colloid perpendicular to the trap axis
and has a small repulsive potential or barrier of strength fr
parallel to the axis which pushes the colloid out of the
middle of the trap into one of the ends: Fs

ik !
$fp=rp%r(ik!$rp # r(ik%r̂(ik " $fp=rp%r?ik!$rp # r?ik%r̂?ik "
$fr=l%$1 # rkik%!$l # rkik%r̂kik. Here r(ik ! jri # rpk ( lp̂k

kj,
r?;k
ik ! j$ri # rpk % ) p̂k

?;kj, ri (rpk ) is the position of colloid i
(trap k), and p̂k

k (p̂k
?) is a unit vector parallel (perpendicu-

lar) to the axis of trap k. We take 2l ! 2a0, rp ! 0:4a0, and
d ! 3a0 unless otherwise noted. Elongated traps of this
form have been created in previous experimental work
[11,12]. Our dimensionless units can be converted to physi-
cal units for a particular system. For example, when a0 !
2 &m, $ ! 2, and Z' ! 300e, such as in Ref. [14], F0 !
2:5 pN and the trap ends are 0:2 &m apart at d ! 3. We
find the ground state of each configuration using simulated
annealing.

The vertices are categorized into six types, listed in
Table I, and we identify the percentage occupancy Ni=N
and energy Ei of each type. Type III and type IV vertices
each obey the ice rule of a two-in two-out configuration,

represented here by two colloids close to the vertex and
two far from the vertex. Locally, the system would prefer
type I vertices, but such vertices must be compensated by
highly unfavorable type VI vertices. The colloidal spin ice
realization differs from the magnetic system, where north-
north and south-south magnetic interactions at a vertex
have equal energy. For the colloids, interactions between
two filled trap ends raise the vertex energy Ei, whereas two
adjacent empty trap ends decrease Ei. Since particle num-
ber must be conserved, creating empty trap ends at one
vertex increases the particle load at neighboring vertices.
As a result, the ice rules still apply to our system, but they
arise due to collective effects rather than from a local
energy minimization.

In Fig. 1(b) we illustrate a small part of system A with
noninteracting colloids at charge q ! 0. The distribution of
Ni=N is consistent with a random arrangement. When we
increase q to q ! 1:3 so that the colloids are strongly
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FIG. 1. (a) Schematic of the basic unit cell with four double
well traps each capturing one colloid. (b)–(d) Images of a small
portion of system A with N ! 1800. Dark circles: colloids;
ellipses: traps. (b) Random vertex distribution at q ! 0.
(c) Long-range ordered square ice ground state at q ! 1:3.
(d) Biased system at q ! 0:4 with Fdc ! 0:02.

TABLE I. Electrostatic energy Ei=EIII for each vertex type. An
example configuration for each vertex is listed; 1 (0) indicates a
colloid close to (far from) the vertex.

Type Configuration Ei=EIII Type Configuration Ei=EIII

I 0000 0.001 IV 1001 7.02
II 0001 0.0214 V 1101 14.977
III 0101 1.0 IV 1111 29.913
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superconductors
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Kagome vs. Pyrochlore spin ice 
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• Two-stage ordering in kagome spin ice.
(G.-W. Chern et al., PRL 2011)



New frustrated systems on cold-atom 
optical lattices 
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same energy. !e system of p-orbital atoms 
contains a few salient, unique aspects 
that do not appear in the solid state. 
Speci"cally, atoms can simulate not only 
electrons — which are spin-½ fermions — 
but also bosons; the orbital physics of 
bosons has no direct prior analogue in 
solids. Moreover, p orbitals are anisotropic 
in magnitude and odd in parity (see Fig. 1), 
and they di$er fundamentally from the 
electronic d orbitals o%en encountered in 
transition-metal oxides. !ese properties 
dramatically a$ect atomic dynamics, 
leading to anisotropic and frustrated 
tunnelling. Some of the novel features 
are easily seen in momentum space. For 
instance, because of the odd parity, the 
energy minima of the p-orbital band are 
not at zero momentum, as they should be 
in the s-orbital, but are located at "nite 
momentum, for example, at the edge of the 
Brillouin zone for the lattice model shown 
in Fig. 1b. A profound consequence is 
that at low-enough temperature, p-orbital 
bosons Bose–Einstein condense at "nite 
momentum, defying the conventional 
wisdom — held since the times of 
Albert Einstein — that Bose–Einstein 

condensation is characterized as a 
zero-momentum coherent state. 

Orbital degeneracy has been studied 
in solid-state materials, transition-metal 
oxides among them, to understand 
important material properties, including 
colossal magnetoresistance, ferroelectricity, 
unconventional superconductivity and 
charge ordering. !e phase diagram of 
these systems is rich and complex, and 
it is a big challenge to fully understand 
the role of the orbital degree of 
freedom in real materials. A number of 
interesting quantum phases have been 
predicted theoretically in this context, 
but despite intense e$orts, prospects 
for the realization and detection of 
those exotic orbital phases seemed to be 
quite distant.

A great advantage of an optical lattice 
is that the orbital degree of freedom can 
be separated entirely from those of spin 
and charge. !erefore, orbital-only models 
can be emulated by, for example, loading 
single-component fermionic atoms into 
the p bands6,7. Atoms in optical lattices 
therefore provide a unique opportunity for 
studying the e$ect of orbital degeneracy 

(and the resulting novel quantum phases) 
in isolation. Pioneering experiments on 
promoting atoms to higher orbital bands 
have been carried out by accelerating 
the optical lattice8, harnessing fermionic 
Feshbach resonances9 or using a stimulated 
two-photon Raman process10.

But the experiments of Wirth et al.4 
go further. !ere are three amazing 
aspects: First, the authors use an ingenious 
method to trap bosonic rubidium-87 
atoms in s orbitals on every second site 
and to then promote these atoms to the p 
orbitals using resonant tunnelling to the 
remaining sites. Second, using double-
well lattices11 the lifetime of bosons in 
the p-orbital lattice is made su&ciently 
long to establish coherence and perform 
measurements.  !ird, Wirth et al. create 
novel kinds of super'uid: a striped one 
with real wave function, and one with 
complex wave function that spontaneously 
breaks time-reversal symmetry, 
reminiscent of the famous π-'ux phase 
discussed thoroughly in condensed-
matter literature12.

!e approach of Wirth et al.4 
should allow the testing of numerous 
predictions of interesting phases and 
phenomena related to the physics of 
orbital lattices. For instance, p-orbital 
Bose–Einstein condensation is expected 
to be complex and to break time-reversal 
symmetry with staggered ordering of 
orbital angular momentum on cubic 
and square (bipartite) lattices1,2,13 or 
striped ordering on triangular lattices14. 
Also, antiferromagnetic orbital order 
is expected to continue into the Mott-
insulator phase1,13. It will be of great 
interest to reveal the complex order 
parameter and the antiferromagnetic 
orbital-moment distribution for the 
p-band Bose gas experimentally, perhaps 
in an interference experiment. !e 'at 
bands made of p orbitals on a two-
dimensional honeycomb optical lattice 
opens the possibility of studying exotic 
incompressible states analogous to 
the Laughlin fractional quantum-Hall 
liquid15, if atoms in those bands are put 
in rotation or into a synthetic gauge "eld. 
!e opportunities are equally vast for 
fermions. Among the fascinating examples 
of ‘orbital-only’ models is one known as 
the quantum 120° model (for a review, see 
ref. 16), which has recently been shown 
to be the e$ective theory for spinless 
fermionic atoms loaded into the twofold 
degenerate p-orbital bands of triangular, 
honeycomb and kagome lattices6,7. To 
cut a long story short, be prepared for a 
'urry of fascinating experimental and 
theoretical developments. 

Figure 1 | Anisotropy and odd parity of p-orbital tunnelling. a, In the first excited (p-orbital) state, 
single particles hop in between neighbouring sites, shown here along one of the three directions of 
a cubic lattice. b, The energy dispersions of s and p band in the kx–ky plane of the first Brilloin zone 
(px is used as the representative of three degenerate p orbitals; a is lattice constant). c, p-Orbital 
tunnelling, indicated by arrows, is anisotropic in both amplitude and sign. Part c adapted from ref. 2, 
© 2006 APS. 
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• Increasing U/t ⇒ Mott-insulating phase of cold atoms.

U
t

s

px py pz

• Loading spinless (or polarized) fermions: 2 atoms per site.

⇒ Remaining degrees of freedom:
localized orbitals (px, py, and pz).



Orbital exchange physics 

∆E(2) = 0.

• Energy gain through 2nd-order perturbations:

∆E(2) = 0.

(a) (b)

⇔
t�

(c)
U

∆E(2) = −
t2�
U

n̂

× ×

• Exchange Hamiltonian:

Hij = −J
�
P

n̂
i (1− P

n̂
j ) + (1− P

n̂
i )P

n̂
j

�

P n̂ = |n̂��n̂|

|n̂� = n̂x|px�+ n̂y|py�+ n̂z|pz�

Projection operator of
active orbital along n̂

:



2D Square and honeycomb lattices 

• Honeycomb lattice: Quantum 120
◦
model:

H = J

�

�ij�

τiτj τi =

�
+1 : px
−1 : py

Néel order

H120◦ = J

3�

m=1

�

�ij��n̂m

(�σi · n̂m) (�σj · n̂m)

σx

σy

n̂1

n̂2

n̂3

• Square lattice: AF Ising model

frustrated !

order-by-disorder
(C.Wu, PRL 2008)



3D Cubic optical lattice 
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Anisotropic q=3 AF Potts model: 

• residual entropy:

• disordered orbitals.

• exponential orbital
correlation:

Cτ (L) ∼ exp(−L/ξ)



P-band Mott insulator on diamond lattice 

• there are 4 distinct n.n. bonds:

n̂0 = [111], n̂1 = [11̄1̄],

n̂2 = [1̄11̄], n̂3 = [1̄1̄1]

• orbital projectors along the 4 neighbors:

Pm =
1

3

�
1̂ +

√
3 �µ · n̂m

�

• pseudovector �µ = (µx, µy, µz)
µx =




0 0 0
0 0 1
0 1 0





µy =




0 0 1
0 0 0
1 0 0





µz =




0 1 0
1 0 0
0 0 0





⇒ Quantum ‘tetrahedral’ Hamiltonian for

pseudovectors {�µi}:

Hex = J

4�

m=0

�

�ij��n̂m

(�µi · n̂m) (�µj · n̂m)

([µα, µβ ] �= 0, for α �= β)



Mean-field ground states 

|Ψ� =
N�

i=1

⊗|θi,φi�

• Single-site wavefunction:

|θ,φ� = sin θ cosφ|px�+ sin θ sinφ|py�+ cos θ|pz�

⇒ � �µ � =
�
sin 2θ sinφ, sin 2θ cosφ, sin2 θ sin 2φ

�

• Gutzwiller products ansatz:

• Monte Carlo minimization of Emf = �Ψ|Heff |Ψ�:

– Macroscopic degeneracy of Gutzwiller ground states.

– pseudovector ��µi� = ±�x, ±�y, and ±�z in the ground state.

– Each bond �ij� has exact energy Eij = −J/3.



Ground-state structure: 
• Orbitals in the ground states:

x
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z

|±�y � = |pz�± |px� |±�z � = |px�± |py�

• Ising variables for the 4 bonds attached to site ri:

(m = 0, 1, 2, 3)
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3�n̂m · �µi � = ±1

σm
i σm

j = −1, ∀�ij�
• Ground-state constraint:

(‘ice’ rule for orbitals !)

|±�x � = |py�± |pz�



Exact Eigenstates 

• The extensively degenerate Gutzwiller states:

|Ψ� = |+�x �1 ⊗ |−�y �2 ⊗ |−�x �3 ⊗ |+�z �4 ⊗ |+�y�5 ⊗ · · ·

are exact eigenstates of the orbital exchange Hamiltonian !

• Ground-state conditions:

1. Cubic anisotropy:
��µi � = ±�x, ±�y, and ±�z.

2. {σm
i } satisfy Ice rules:

σm
i σm

j = −1 ∀�ij�.
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also confirmed by exact diagonalization.



Mapping to pyrochlore spin ice: 
• How to characterize the degeneracy of the

Gutzwiller ground states ?

yx

z

S�ij� = +σin̂m = −σjn̂m

• a 1-to-1 mapping of orbital ground state and
spin-ice state on pyrochlore !

• Pyrochlore is the “medial” lattice of the diamond structure
⇒ placing spins at the bond midpoints of diamond lattice.



Orbital Coulomb phase (orbital ice) 

��µ � = +�x −�x +�y −�y +�z −�z

• The six cubic directions of ��µ � are mapped to
the six 2-in-2-out ice states.

• Pauling estimate of entropy density: s0 = kB ln 3
2 ≈ 0.405 kB

• Dipolar-like power-law orbital correlations:

The pseudovector plays the role of the emergent ‘magnetic field’:

B(ri) ≈ ±��µi � ice rule: ∇ ·B(r) = 0⇒

�µi(r)µj(0) � ∼ ±3xixj − r2δij
r5

∼ 1

r3



Orbital correlation functions  
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• Classical Monte Carlo simulations with non-local ‘loop’ updates
on pyrochlore spin ice

• Correlation function Cµ(r) = ��µ(r) · �µ(0) �

Liquid-like short-range
correlation

Finite-size scaling (L: system size)

Cµ(L/2) ∼
1

L3



Conclusion and Outlook 
• A orbital analog of ice.

– could possibly be realized in optical diamond lattice.

– a first example of orbital Coulomb phase.

|Ψ� = |+�x �1 ⊗ |−�y �2 ⊗ |−�x �3 ⊗ |+�z �4 ⊗ |+�y�5 ⊗ · · ·

• Exact many-body ground states

which form a degenerate ice-manifold

of a nontrivial quantum Hamiltonian.

⇒ Experimental signature of orbital ice:
structure factor, time-of-flight measurement ...

⇒ (exact) Elementary excitations ?
Monopole-like quasiparticles ?


